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Abstracts. Predictive methods and models are used to identify the state of satellite communication channels. However, they 

evaluate their condition only at a qualitative level, which does not allow fine-tuning the characteristics and parameters of satellite 
channels. Such models and methods cannot provide reliable identification of the States of satellite communication channels and 
quickly determine changes in the distribution laws of random variables associated with the appearance of small-scale inhomogenei-
ties in the case of dynamic changes in the ionospheric layer, which is typical for rapid fading of GPS/GLONASS signals. In practice, 
probabilistic models based on the laws of distribution of random variables of rice, Rayleigh, Nakagami and the normal distribution 
law are widely used for forecasting and studying the propagation of radio waves. Operational management and maintenance of the 
signal-to-noise ratio at the required level requires distinguishing the States of satellite channels and identifying their characteristics 
not only between the laws of distribution of random variables, but also within each law. This will ensure that the quantitative and 
qualitative characteristics of satellite channels are maintained at the required level. The distance between the empirical and theoret-
ical probability distribution functions is a fairly effective statistic for testing hypotheses about the type of probability distribution law 
of a random variable. The agreement criteria that use different variants of analyzing the distance between the theoretical and empir-
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ical distribution functions include: Kramer-von Mises-Smirnov (omega-square); Kolmogorov-Smirnov; Pearson (Chi-square Crite-
rion); Anderson-darling; Cooper; Watson's. In this regard, the ability to meet the quality characteristics of transmitted 
GPS/GLONASS signals depends on which criteria will be used and how well the current state of satellite communication channels 
will be assessed and identified. For each of the identified distribution laws (Nakagami, rice, Rayleigh, normal law), statistical sam-
ples were generated, 100 samples with a different number of dimensions (from 1,000 to 1,000,000). Thus, the total number of sam-
ples of various sizes for the identified distribution laws is 1,600. All the studied criteria were tested on identical samples. Selections 
were processed using the SciPy library. An algorithm has been developed that allows you to select a hypothesis based on the maxi-
mum value of the likelihood coefficient. The result of the algorithm is a likelihood coefficient compared with each of the statistical 
hypotheses, while preference is given to the hypothesis that has the maximum likelihood coefficient. The Timeit library is used to 
measure the running time of the algorithms of the studied criteria, depending on the sample size for the studied distribution laws. The 
article offers a criterion for identifying the state of satellite channels, which provides an accuracy of at least 95 %. Its adequacy is 
confirmed by data obtained during monitoring of transionospheric communication channels using scientific equipment "NovAtel 
GPStation-6 passive ionosphere monitoring Hardware and software complex". These studies were carried out with the support of the 
scientific project "Development of a multirotor type robotic unmanned aerial vehicle using a strapdown inertial navigation system" 
of the Federal Target Program for 2014-2020 (unique identifier RFMEFI57818X0222) with the financial support of the Ministry of 
Science and Higher Education of Russia, based on the NCFU Central research center. 
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Introduction. One of the important stages in the control and management of transionospheric communication 

channels is the identification of their states. Based on the results of the analysis of its data, a control action is developed 
that allows maintaining the signal-to-noise ratio (S / N) within acceptable limits to ensure the required communication 
quality. For this purpose, various actions can be taken: increasing the power, changing the frequency of signal transmis-
sion, using different coding methods, organizing diversity reception, etc. If the S / N ratio is not maintained within ac-
ceptable limits, errors in the transmission of GPS / GLONASS signals increase significantly and their quality character-
istics do not meet the requirements of practical problems, which is unacceptable. 

In practice, for forecasting and studying the propagation of radio waves, probabilistic models based on the dis-
tribution laws of Rice, Rayleigh, Nakagami random variables and the normal distribution law have found wide applica-
tion. These models are basic for the analysis of the qualitative characteristics of satellite channels [1]. 

The existing practical methods for identifying the state of transionospheric communication channels are based 
on predictive models [2, 3]. They use parametric forecasting, which cannot fully meet the requirements of practice due 
to insufficient forecast accuracy with dynamic changes in the ionosphere, which are characteristic when small-scale 
irregularities appear in the ionosphere [2]. In addition, they do not explicitly indicate the criterion used and do not de-
velop recommendations for its choice. The difference in states belonging to the same distribution law, characteristic of 
slow fading, has not been studied sufficiently [2]. 

Thus, the problem of choosing a criterion for identifying the states of transionospheric communication chan-
nels, in the case of dynamically changing ionospheric formations, is relevant and significantly affects the efficiency of 
processing GPS / GLONASS data and the accuracy of determining the location of objects (for example, unmanned aeri-
al vehicles). 

It is necessary that the distribution laws of random variables describing the state of satellite communication 
channels (Nakagami, Rice, Rayleigh, the normal law) are unambiguously estimated by the used criterion with the re-
quired accuracy. 

Materials and methods. In works [4 7], criteria are given that are used to compare theoretical and empirical 
probability distribution functions. The distance between the empirical and theoretical probability distribution functions 
is a fairly effective statistics for testing hypotheses about the form of the probability distribution law of a random varia-
ble. Goodness-of-fit criteria using different versions of the analysis of the distance between the theoretical and empirical 
distribution functions are presented in [8 12]. These include the following criteria: 

 Cramer-von Mises-Smirnov (Omega-square); 
 Kolmogorova-Smirnova; 
 Pearson (Chi-square test); 
 Anderson-Darling; 
 Cooper; 
 Watson. 

The Cramer-von Mises-Smirnov criterion is designed to test simple hypotheses about the belonging of the ana-
lyzed sample to a fully known law. 

When testing simple hypotheses, the criterion is free of distribution, that is, it does not depend on the type of 
law with which agreement is checked [11]. The hypothesis being tested is rejected when the statistics are large. In 
[11,13], it was established that when testing complex hypotheses, where the estimate of a scalar or vector distribution 
parameter is calculated from the same sample, nonparametric goodness-of-fit tests lose the property of freedom from 
distribution. In this case, the distributions of statistics of nonparametric goodness-of-fit tests depend on a number of 
factors: the type of the observed law corresponding to a fair testable hypothesis; the type of parameter being evaluated; 
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the number of estimated parameters. The differences in the limiting distributions of the same statistics when testing 
simple and complex hypotheses are so significant that it is impossible to neglect it [11, 13]. 

In the Kolmogorov-Smirnov goodness-of-fit test, it is advisable to use statistics with the Bolshev's correction 
[14]. The distribution of this statistic, given the validity of the hypothesis being tested, quickly converges to the Kolmo-
gorov distribution, and for n> 25 the dependence on the sample size can be neglected [14]. Statistics like 

sup | ( ) ( ) |n nD F x F x .  
The Anderson-

type of distribution, if the distribution parameters are assumed to be known. If the statistics are large,  the hypothesis 
being tested is rejected. Statistics of the form [15] 
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Cooper's goodness test is a development of the Kolmogorov goodness-of-fit test and was proposed to test sim-
ple hypotheses about the fact that the analyzed sample belongs to a fully known law [16]. If the statistics are large, the 

hypothesis being tested is rejected. Statistics like 1max( ( , ) ),n i
i iD F x
n n

 1max( ( , ) )n i
iD F x
n

. 

The Watson goodness test is a development of the Cramer - Mises - Smirnov goodness test [16]. If the statis-
tics are large, the hypothesis being tested is rejected. Statistics like 
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Required:  
1. Investigate the above criteria for the corresponding statistics on previously known test samples of the laws 

of distribution of random variables and determine a criterion with an identification accuracy of no worse than 95%. 
2. Check the adequacy of the selected criterion on statistical samples obtained using the hardware and software 

complex for passive monitoring of the ionosphere NovAtel GPStation-6. 
Results and discussion. Statistical samples were generated for each of the identified distribution laws (Nak-

agami, Rice, Rayleigh, normal law). The samples were processed using the SciPy library. 
For each of the distribution laws defined above, 100 samples were obtained with a different number of meas-

urements (from 1,000 to 1,000,000). Thus, the total number of samples of different sizes for the identified distribution 
laws is 1600. All the studied criteria were tested on the same samples. 

To solve the identification problem, an algorithm has been developed that provides: 
1. Collection of experimental statistics of empirical distribution. 
2. Calculation of the mathematical expectation and variance of the sample of the empirical distribution. 
3. Construction of the differential function of the empirical distribution. 
4. Calculation of the mathematical expectation and variance of the empirical distribution. 
5. Construction of differential distribution functions for each of the reference distributions with mathematical 

expectation and variance of the empirical distribution. 
6. Determination of the coefficient of likelihood of the sample under study for each criterion for the assumed 

distributions. 
7. Ranking the results of testing hypotheses according to the maximum likelihood ratio. 
8. Selection of a hypothesis based on the maximum value of the likelihood coefficient. 

Table 1 
Sample sizes for testing identification criteria 

Number of measure-
ments in the sample 

Distribution law 

Normal  Rayleigh Rice Nakagami 
1 000 100 100 100 100 
10 000 100 100 100 100 

100 000 100 100 100 100 
1 000 000 100 100 100 100 

 
The result of the algorithm is the likelihood coefficient compared with each of the statistical hypotheses, with 

preference given to the hypothesis with the maximum likelihood coefficient. An example of the algorithm for the An-
derson-Darling test of the studied sample of 1000 measurements is presented in Table 2. For this test, the maximum 
likelihood coefficient is 6.485299, which corresponds to the identification of Nakagami's law. 

Table 2 
An example of the algorithm for the Anderson-Darling test 

Criterion Initial distribution Estimated distribution Coefficient of probability 

Anderson-Darling 
 Nakagami 

Rice 4,37399 
Nakagami 6,485299 

Normal 4,1812 
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Rayleigh 4,2382 
Total time    

 
The greatest interest is the comparison of accuracy criteria and distribution laws of random variables, since It is 

investigated that the distribution for some values of their arguments has a sufficient form. 
Using the algorithm presented above, a study was carried out to select a criterion. Determined on a given plu-

ral. The test results are summarized in Table 3. 
Obviously, the Omega-square test has the worst result. The standard implementation of the criterion, taken as a 

basis, is capable of qualitatively determining only the normal distribution. At the same time, the Kolmogorov-Smirnov, 
Cooper and Watson criteria show a fairly good result. Acceptable for them is the choice of 1000 elements, which allows 
using the data for the requirements for the laws of distributed random variables in practical application. 

Figure 2 shows probability graphs. Similar graphs were obtained for the laws of Rayleigh, Rice, Nakagami. 
Using the time library, which measures the running time of the algorithms, the criteria are investigated depend-

ing on the size. The results of measuring the average running time of algorithms and empirical selection criteria in ac-
cordance with Rice's law are presented in Table 4 and Figure 3. 

The analysis showed that the Chi-square test has the longest average running time of the algorithm. The rest of 
the algorithms have comparable average running time of the algorithms. Taken together, the studied characteristics de-
termine the laws, the best indicators in terms of probability and average time have the Kolmogorov-Smirnov test. 

Table 3 
Values of probabilities of the correct base of empirical distributions 

Normal law 

Criterion 
Sample size 

1000 10 000 100 000 1 000 000 
Kolmogorov-Smirnov 96 % 97% 98 % 98 % 

Cooper's 95 % 96 % 96 % 96 % 
Chi-square 75 % 75 % 78 % 79 % 

Omega square 86 % 88 % 90 % 90 % 
Anderson-Darling 80 % 85 % 87 % 88 % 

Watson 94 % 95 % 95 % 95 % 
Nakagami's law 

Kolmogorov-Smirnov 97 % 97% 97 % 97 % 
Cooper's 95 % 95 % 95 % 96 % 

Chi-square 70 % 72 % 74 % 75 % 
Omega square 0 % 0 % 0 % 0 % 

Anderson-Darling 80 % 81 % 82 % 84 % 
Watson 95 % 95 % 95 % 95 % 

Rice's law 
Kolmogorov-Smirnov 95 % 95% 95 % 95 % 

Cooper's 94 % 95 % 95 % 95 % 
Chi-square 75 % 75 % 78 % 79 % 

Omega square 0 % 0 % 0 % 0 % 
Anderson-Darling 80 % 85 % 87 % 88 % 

Watson 95 % 95 % 95 % 95 % 
Rayleigh's law 

Kolmogorov-Smirnov 97 % 97% 98 % 98 % 
Cooper's 95 % 95 % 96 % 96 % 

Chi-square 72 % 74 % 74 % 75 % 
Omega square 0 % 0 % 0 % 0 % 

Anderson-Darling 65 % 71 % 72 % 72 % 
Watson 95 % 95 % 95 % 95 % 

 
Table 4 

Average running time of criteria identification algorithms for distribution of empirical samples according to Rice's 
law 

Criterion 
 

1000 10 000 100 000 1 000 000 
Kolmogorov-Smirnov     

Cooper's     
Chi-square     

Anderson-Darling   1,654   
Watson     

 
In order to check the adequacy of the research results, the empirical distributions obtained with the use of the 

NovAtel GPStation-6 hardware-software complex for passive ionosphere monitoring were tested. For testing, the crite-
ria of Kolmogorov-Smirnov, Cooper and Watson were used. The data received from the GPStation-6 receiver were pro-
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cessed manually. We studied 100 samples with a predetermined distribution of 10,000 elements. The analysis showed 
the closeness of the results of the studies. The best criterion was the Kolmogorov-Smirnov test, which has an identifica-
tion accuracy of more than 95%. Cooper and Watson's tests respectively identified the empirical distribution with 90 
and 93 percent accuracy. 

 
Fig. 2. Graphs of probabilities of correct identification for the normal distribution law 

 
Fig. 3. Graph of the dependence of the average identification time of empirical samples distributed according to Rice's law 

 
Conclusions / Conclusion. In this work, a criterion is chosen for identifying the distribution law describing the 

disturbances of the ionosphere in transionospheric communication channels. The best criterion is the Kolmogorov-
Smirnov criterion, since with relatively close mean values of the identification time of the distribution laws with the 
Cooper and Watson criteria, it has the best accuracy. The use of this criterion will make it possible to reasonably opti-
mize the classification thresholds for the states of transionospheric communication channels of the laws of distribution 
of random variables. In the future, it is advisable to conduct additional research using it to identify the following empir-
ical distributions: Beckman, Hoyt, truncated normal law. 
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